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A B S T R A C T   

The Environmental burden of disease (EBD) quantitatively evaluates the health impacts of pathogens by using 
the disability-adjusted life year (DALY) method. The life loss due to morbidity is a general expression for the EBD 
outcome and, thus, morbidity analysis is indispensable. Considering the deficiency of previous morbidity analysis 
methods, the objective of this study was to construct a linear morbidity model by using a generalized linear 
model (GLM) as a template and introducing exposure dose, pathogen toxicity and human immunity as impact 
variables. Human experimental data were collected for model fitting, and the results indicated a good fit of the 
majority of the pathogen data. Consequently, two practical cases of water reuse in Xi’an Siyuan University (Case 
1) and Lake Cui, Kunming (Case 2) were selected for model validation. Results for case 1 indicated the major EBD 
to be attributed to rotaviruses (5.57 × 10− 7 DALYs, 95% confidence interval (CI): 4.46 × 10− 7-1.72 × 10− 4 

DALYs) and sprinkling irrigation (5.12 × 10− 7 DALYs, 95% CI: 1.95 × 10− 7-1.47 × 101 DALYs). Conversely, that 
for case 2 is mainly attributed to noroviruses (1.42 × 10− 7 DALYs, 95% CI: 7.51 × 10− 11-2.67 × 10− 4 DALYs) 
and road flushing (1.62 × 10− 7 DALYs, 95% CI: 1.16 × 10− 7-2.67 × 10− 4 DALYs). However, comparison with the 
suggested threshold of 10− 6 DALYs indicated the EBDs for both cases are acceptable and, thus, water reuse is 
confirmed to be safe. The methodology for morbidity modelling proposed in this research can effectively 
compensate for missing data in DALY calculation and, thereby, help to optimize the process for EBD evaluation.   

1. Introduction 

The Environmental burden of disease (EBD) analysis comprise a 
method for the qualitative and quantitative evaluation of the health 
impact caused by environmental pollution (WHO, 2002). Since path
ogen exposure via different environmental media may also stimulate 
environmental pollution issues, and may lead to various health impacts, 
the evaluation of the disease burden caused by environmental pathogens 
is of vital importance. A previous method adopted for the quantitative 
microbial risk assessment (QMRA) was to estimate the infection rate 
(Pinf) caused by certain pathogens, and the health impact for this method 
is interpreted and quantified as infection risk (Haas et al., 1999). 
However, an infection can only be regarded as the first step of health 
outcome after exposure to pathogens, and infection may further develop 
into specific disease types, thus an objective analysis of the overall 

perspective of health development is required. The traditional QMRA 
analysis cannot provide such information to further describe the disease 
development after infection occurs nor to indicate the severity or 
duration of specific health impacts. However, due to lack of data, 
existing studies for the prediction of the probability and severity of 
illness given infection mainly based on epidemiological investigations or 
rough estimations of the prevalence of disease in developed countries 
which may lead to inaccurate or over-estimations of the health impacts 
for other countries or regions (Gyan et al., 2017). Besides, the charac
teristics of pathogen toxicity and human immunity are not considered in 
the previous health risk assessment method. Therefore, an extended 
health evaluation methodology needs to be put forward to assess the 
health impact caused by environmental pathogens in a comprehensive 
manner. 

Disability-adjusted life year (DALY) is a method proposed by the 
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World Health Organization (WHO) for evaluating the overall disease 
burden attributable to global or regional disease outbreaks. It is 
expressed as the sum of years of healthy life lost due to disability and 
premature death. It is designed with the consideration of a variety of 
social factors, including disability weight, time preference, age weight 
and life expectancy. The DALY method can be used to quantitatively and 
comprehensively describe the health hazards of disease outbreaks due to 
certain environmental pollution events. The results can be used for the 
comparison of disease impacts occurring in different regions and among 
different populations, ages, or genders (Ishaq et al., 2020). Conse
quently, major risk factors, pollution transmission pathways, and sen
sitive populations for certain pollution events can be identified, and 
dynamic monitoring of human health status can be achieved accordingly 
(Ishaq et al., 2020). Considering the deficiency of the traditional health 
risk assessment method, and the absence of a theoretical basis and 
practical models for EBD analysis, the objective of this research is to 
build a framework for the EBD assessment specific to environmental 
pathogens by using the DALY method. This framework could provide a 
scientific basis and guidance for further health policy-making and dis
ease prevention for certain environmental pollution issues (Salgot and 
Esther, 2006). 

The major difficulty of an EBD study using DALY is building a rela
tionship to describe the development from pathogen exposure to the 
occurrence of a certain health impact, and morbidity analysis would be 
the major link. Through morbidity analysis, the exposure dose of a 
certain pathogen can be converted to the probability of illness, namely 
morbidity, which is regarded as a key input data for DALY calculation. 
The interpretation of health impact can be extended to a practical dis
ease outcome of morbidity instead of infection as that obtained from the 
previous QMRA method (Gao et al., 2015). Therefore, morbidity anal
ysis is indispensable for the EBD assessment. Traditional methods for 
morbidity analyses mainly include: (1) a rough statistics of morbidity 
based on epidemiological investigations or animal experimental results 
obtained mainly from developed countries, (2) an assumption that 
infection rate approximately equals to morbidity, (3) a calculation of 
morbidity based on the product of infection rate (Pinf) and the risk of 
disease given infection (Pill/inf) which also be determined from the 
method (1) (Havelaar et al., 2000; Dietz et al., 2000; Wei et al., 2012; 
Gyan et al., 2017). However, data obtained from methods (1) and (3) is 
of poor applicability and may lead to overestimation of the morbidity for 
undeveloped countries or regions, and data obtained from method (2) 
may affect the accuracy of the risk assessment results (Gyan et al., 2017). 
Also, as discussed in literatures, pathogens may cause various health 
effects depending on the properties of both host and the pathogenic 
organism (Teunis et al., 1999). The pathogenic actions of certain mi
croorganisms mainly depend on its virulence, which means the ability to 
invade a host and cause different severity of health damages (Teunis 
et al., 1999). The human immune system can prevent the invasion of 
pathogens and interfere with their pathogenic actions, thus the health 
impacts also differ between hosts (Teunis et al., 1999). The health 
damage and its severity ultimately depend on the balance between the 
colonization potential of pathogens and the strength of host defences 
(Teunis et al., 1999). However, those factors of pathogenic character
istics of different pathogens and the immune status of various exposed 
human populations are not considered in the previous studies of 
morbidity analysis. Therefore, the accuracy and objectivity of the EBD 
analysis results may be affected. On this basis, a comprehensive method 
for the morbidity analysis should be developed and a reliable calculation 
model needs to be established for applying the EBD to environmental 
pathogens. Such a method will not only provide reliable and accurate 
disease data but also optimize the methodology for EBD studies. 

A generalized linear model (GLM) was selected as a template to build 
a morbidity calculation model, which was first proposed by Nelder and 
Wedderburn in 1972 (David et al., 1999). The GLM is designed by the 
direct generalization of a traditional linear model and is used to describe 
the quantitative nonlinear logical relationship between independent and 

dependent variables (David et al., 1999). In practice, a variety of sta
tistical models can be defined as GLM, such as logistic regression models, 
Probit regression models, Poisson regression models and negative 
binomial regression models (David et al., 1999). According to the basic 
definition of GLM, the average value of the dependent variable depends 
on the linear predicted value of an independent variable through a 
nonlinear link function. Thus, the GLM can be used to fit attribute var
iables or variables with values at specific intervals, such as the proba
bility of incidents occurring (David et al., 1999). For instance, Namata 
et al. (2008) applied a GLM to analyse the infection rate of pathogens. 
Besides, according to the GLM definitions, the probability distribution of 
the independent variable in the GLM is generalized to the entire expo
nential distribution with interspersed parameters. Thus, the GLM is 
suitable for fitting continuous/discrete variables, or symmetrical vari
ables as well, such as morbidity (David et al., 1999). For example, 
Bollaerts et al. (2008) used GLM to simulate the illness incidence under 
certain pathogen exposure doses. Therefore, it is practicable to take GLM 
as a template to construct a morbidity calculation model under given 
conditions. 

The main objective of this research is to build a mathematical rela
tionship for the quantitative estimation of morbidity by using GLM as a 
template, considering the limitations of traditional morbidity analysis 
methods. Based on the study of disease progression and pathogenesis of 
environmental pathogens, three major pathogenic factors including 
exposure dose, pathogen toxicity and human immunity are considered 
for morbidity modelling (Pulcini et al., 2014). Human experimental data 
based on previous studies are collected for model fitting (Mathewson 
et al., 1986; Hornick et al., 1970; Black et al., 1988; Levine et al., 1973, 
1973, 1988; Ward et al., 1986; Teunis et al., 2008; Chappell et al., 1999). 
Two practical cases, namely, water reuse in Xi’an Siyuan University and 
Lake Cui, Kunming, are selected for model verification. The results can 
be used for disease prevention and risk management. 

2. Methods 

The framework for applying GLM to quantitatively estimating 
morbidity in an EBD study for environmental pathogens is shown in 
Fig. 1. In this figure, the establishment of a generalized linear morbidity 
model primarily consists of three steps including template selection, 
variable definition, and parameter determination, which are discussed 
in detail in section 2.1. The construction of the morbidity model cannot 
only provide a reliable disease data but also create a link between 
pathogen exposure analysis and DALY calculation and, therefore, help to 
optimize the framework for EBD assessment. The EBD framework con
structed with the introduction of the morbidity model is mainly 
comprised of three parts, namely exposure analysis, morbidity analysis 
and disease burden calculation, which is discussed in section 2.2. Two 
practical cases are further selected for model application as discussed in 
section 3, and as a result, major risk factors during water reuse in Xi’an 
Siyuan University and Lake Cui are determined accordingly. 

2.1. Construction of a linear morbidity calculation model 

2.1.1. Fundamental methods for constructing a linear morbidity calculation 
model 

According to the assumption proposed by McCullagh and Nelder 
(1999), if there is a nonlinear logic relationship between a dimensional 
random variable Y and a multidimensional random variable X, and the 
variable Y follows an exponential distribution, then a GLM, as shown in 
Eq. (1), can be used to describe the nonlinear relationship between X and 
Y (McCullagh and Nelder, 1999): 

g(Y)= β0 + β1X1 + β2X2 + … + βnXn + ε (1)  

where β is the model coefficient, ε is a random error term that generally 
follows a normal distribution, g(Y) is the link function for the GLM 
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which has different expressions according to the probability distribution 
of variable Y. 

By using Eq. (1) as a template to construct a morbidity calculation 
model, the dependent variable (Y) in Eq. (1) is determined as morbidity 
caused by a specific pathogen, which is expressed as P. The independent 
variables (X) are determined based on the analysis of the pathogenic 
mechanism and processes (Pulcini et al., 2014). As a result, three major 
variables that may affect the probability of illness are considered, ac
cording to the literature, namely, the pathogen exposure dose (D), 
pathogen toxicity (T) and human immunity (S) (Pulcini et al., 2014). Of 
these three variables, assuming exposure dose and toxicity are in co- 
determination of the pathogenic intensity of certain pathogens and 
human immunity affects the capability of the human body to eliminate 
pathogens, then the balance between these three factors can ultimately 
affect the development of certain health hazards (Pulcini et al., 2014). 
Therefore, D, T and S are determined as major independent variables (X) 
for the linear morbidity model (Eq. (1)) and are assumed to act inde
pendently of each other. Moreover, for a specific pathogen, we assume 
that the value of the variable P increases with those of the variables D 
and T, and decreases with that of the variable S. Thus, a general 
expression of the linear morbidity model can be derived as shown in Eq. 
(2): 

g(p)= β0 + β1D + β2T + β3/S + ε (2)  

where p represents morbidity; β0, β1, β2, and β3 are defined as model 
coefficients; and ε is the deviations between g(p) and its linear predicted 

values, which is normally distributed. The characteristics of each vari
able are summarized in Table 1. 

Additionally, as shown in Table 1, the units of measure for the var
iables D, T, and S are inconsistent. Thus, dimensionless processing of 
these variables in Eq. (2) is indispensable for further model calculation. 
For unit conversion, we assume an average human body weight of 70 kg 
and serum content of the blood of a normal human is 37.5 mL/kg (Zu 
et al., 1994). Accordingly, the nondimensionalization of the above 

Fig. 1. Method configuration for applying a generalized linear model to quantitative estimation of morbidity in a disease burden study of environmental pathogens.  

Table 1 
Implication and characterization of each variable in the linear morbidity model.  

Variable Characterization Unit Reference 

Da Characterized by internal dose or 
absorbed dose 

mg Chen et al. (2006) 

Tb Characterized by median infective dose 
(ID50) 

mg/ 
kg 

Zambriski et al. 
(2013) 

Sc Characterized by serum antibody levels 
(IgG) 

μg/ 
mL 

Teunis et al. (2002) 

Note. 
a The amount of pathogen that enters a human body and interact with human 

cells, usually can be measured in the unit of ‘mg’ (Chen et al., 2006). 
b The minimum amount of pathogen that can cause infection among half the 

populations during a given period via a particular route usually can be measured 
in the unit of ‘mg’ per ‘kg’ of body weight (Zambriski et al., 2013). 

c The amount of immune serum globulin is expressed by the IgG level because 
of its high concentration in the serum, which can be measured in the unit of ‘ug’ 
per ‘ml’ of the serum (Teunis et al., 2002). 
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variable units can be achieved through the following calculations: (1) 

D(mg)× 1kg
70kg×106mg = D× 1

7×107, (2) T
(

1mg
kg

)

×
1kg

106mg = T × 1
106 and (3) 

S
(

1μg
1ml

)

× 37.5ml
109μg = S× 37.5

109 . Therefore, three dimensionless coefficients 

are defined for the nondimensionalization of the variables D, T, and S as 
a = 1

7×107, b = 1
106 and c = 37.5

109 , respectively. 
On this basis, a multiplication of the dimensionless coefficients (a, b, 

c) with variables (D, T, S) is included in Eq. (2), and a dimensionless 
expression of the linear morbidity model can be derived as shown in Eq. 
(3): 

g(p)= β0 + β1(aD)+ β2(bT)+
β3

cS
+ ε (3) 

Additionally, for a given disease outbreak, assuming morbidity (P) 
follows a binomial distribution, a logit function is used for expressing 
the link function in Eq. (3). It is proved to fit well to the majority of data 
obtained from a disease outbreak or experimental cases, according to the 
definition of GLM (McCullagh and Nelder, 1999; Scarpello and Ritelli, 
2008). The expression of the logit function is shown in Eq. (4) (McCul
lagh and Nelder, 1999). The ultimate logistic expression for the linear 
morbidity model can be derived as Eq. (5): 

Logit functiong : (p)= ln
(

p
1 − p

)

(4)  

ln(p / (1 − p))= β0 + β1(aD) + β2(bT) + β3/(cS) + ε (5)  

2.1.2. Method for parameter determination of the linear morbidity model- 
A maximum likelihood method (MLE) is applied for parameter 

determination of the GLMs (Yue and Chen, 2004). This method firstly 
assumes the number of the sample set is N, and n samples are randomly 
selected. The observed values of these random samples are defined as y1, 
y2, …, yn, of which yi = 1 represents the occurrence of illness and yi =

0 represents non-illness status (i = 1, …, n). On this basis, the probability 
of illness under a given condition of xi is determined as pi = p (yi = 1|xi), 
while the probability of non-illness status is expressed as 1–pi (Yue and 
Chen, 2004). Therefore, for given observed outcomes of y1, y2, …, yn, the 
probability of each observed value yi = 1 or 0, P(yi) can be calculated by 
using Eq. (6): 

P(yi)= pyi
i (1 − pi)

1− yi (6)  

where pi can be calculated by using Eq. (7), which is transformed from 
Eq. (5), where D’ = aD, T’ = bT, S’ = cS. The variables and parameters in 
Eq. (7) are the same as those introduced above. 

pi =
e(β0+β1D′

+β2T ′
+β3/S′ )

1 + e(β0+β1D′
+β2T ′

+β3/S′ )
(7) 

Secondly, assuming each observed value (yi) is independent, a like
lihood function is constructed according to the basic theory of MLE 
(Verbeke and Molenberghs, 2000), as shown in Eq. (8): 

f (β) =
∏n

i=1
pyi

i (1 − pi)
1− yi , β=(β0, β1, β2, β3) (8) 

Additionally, for calculation convenience, a log-likelihood function 
is derived by calculating the logarithm of both sides of Eq. (8), as shown 
in Eq. (9). Because the variable ln(β) in Eq. (9) is a monotonic function of 
the variable f(β), the value of f(β) reaches its maximum when the value 
of ln(β) increases to the maximum at a given value of β (Verbeke and 
Molenberghs, 2000): 

ln(β)=
∑n

i=1
yi(β0 + β1D′

+ β2T ′

+ β3 / S
′

) − ln
(
1+ eβ0+β1D′

+β2T ′
+β3/S

′ )
(9) 

Finally, according to the basic theory of MLE, the determination of 
parameter values should ensure that the value of ln(β) reaches its 

maximum (Verbeke and Molenberghs, 2000). Therefore, partial de
rivatives specific to each parameter (β0, β1, β2, β3) are calculated on both 
sides of Eq. (9), and the value of each partial derivative is determined as 
0. Therefore, a series of logarithmic likelihood equations can be derived 
as Eq. (10.1)–Eq. (10.4): 

∂ln(β)
∂β0

=
∑n

i=1

(

yi −
e(β0+β1D′

+β2T ′
+β3/S′ )

1 + e(β0+β1D′
+β2T ′

+β3/S′ )

)

= 0 (10.1)  

∂ln(β)
∂β1

=
∑n

i=1

(

yi −
e(β0+β1D′

+β2T ′
+β3/S′ )

1 + e(β0+β1D′
+β2T ′

+β3/S′ )

)

D′

= 0 (10.2)  

∂ln(β)
∂β2

=
∑n

i=1

(

yi −
e(β0+β1D′

+β2T ′
+β3/S′ )

1 + e(β0+β1D′
+β2T ′

+β3/S′ )

)

T
′

= 0 (10.3)  

∂ln(β)
∂β3

=
∑n

i=1

(

yi −
e(β0+β1D′

+β2T ′
+β3/S′ )

1 + e(β0+β1D′
+β2T ′

+β3/S′ )

)
1
S′ = 0 (10.4) 

Solutions obtained from Eq. (10.1)–Eq. (10.4) are determined as 
estimates of the parameters β0, β1, β2, and β3. However, because Eq. 
(10.1)–Eq. (10.4) are nonlinear, direct solutions are difficult to obtain, 
and a suitable software is indispensable for practical calculations. In this 
study, the software Origin 8.0 was applied for model fitting, and human 
experimental (HE) data for typical pathogens available from previous 
studies were collected for parameter determination (Teunis et al., 1996). 
Consequently, the linear morbidity calculation model (Eq. (5)) was 
fitted to the data of Escherichia coli, Salmonella, Campylobacter, Shigella, 
Vibrio cholerae, Rotavirus, Norovirus, and Cryptosporidium, respectively, 
and the results are shown in Fig. 2 (Mathewson et al., 1986; Hornick 
et al., 1970; Black et al., 1988; Levine et al., 1973, 1973, 1988; Ward 
et al., 1986; Teunis et al., 2008; Chappell et al., 1999). In this figure, the 
scattered points represent the morbidity obtained from the human 
experimental data, and the continuous curves represent the morbidity 
calculated by using the linear dose-morbidity model. Most of the 
experimental points fall on or near to the model curves, and can predict 
the tendency that morbidity varies with exposure doses accurately, thus 
showing a good fit of the model with the available experimental data for 
the majority of the pathogens. Therefore, the dose-morbidity model can 
be used for the proper estimation of the probability of illness directly 
given certain doses of typical environmental pathogens. Consequently, 
the EBD caused by typical pathogens can be evaluated accordingly by 
taking morbidity as input data. However, the human experiments con
ducted so far are all in small sample size, and the data points obtained in 
this research are limited, therefore the degree of freedom are relatively 
small in this study. The results for parameter fitting specific to Escher
ichia coli, Salmonella, Campylobacter, Shigella, Vibrio cholerae, Rotavirus, 
Norovirus, and Cryptosporidium are summarized in Table 2. 

2.2. Construction of EBD framework incorporating generalized linear 
morbidity model 

2.2.1. Exposure analysis 
Water sampling and Real-time quantitative Polymerase Chain Re

action (PCR) were for the quantification of exposure concentrations by 
using a SYBR Primix Dimer Eraser™ kit (Takara, Japan) in an iCycler 
iQ5 Real Time PCR Detection System (Bio-Rad, Hercules, California, 
USA). The method and procedure for PCR detection are suggested based 
on a previous study (Zhou et al., 2015). 

Exposure pathways for certain pathogens are determined based on 
field investigations, and an average exposure dose for certain pathogens 
specific to each pathway is calculated by using Eq. (11) (Gao et al., 
2015): 

D=C × V (11)  

where D represents the average exposure dose of a certain pathogen 
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Fig. 2. Model fitting results for pathogens: (a) Campylobacter, (b) Shigella, (c) E. coli, (d) Salmonella, (e) Cryptosporidium, (f) V. cholerae, (g) Rotavirus and (h) 
Norovirus (Mathewson et al., 1986; Hornick et al., 1970; Black et al., 1988; Levine et al., 1973, 1973, 1988; Ward et al., 1986; Teunis et al., 2008; Chappell 
et al., 1999). 
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(copies/d); C represents the average exposure concentration of a specific 
pathogen detected by the PCR method (copies/mL); V represents the 
volume of reclaimed water ingested via a certain pathway (mL/d), 
which is determined from the literature (Gao et al., 2015). 

2.2.2. Morbidity analysis 
In previous studies, morbidity is usually estimated by using Eq. (12) 

(Gao et al., 2015). In this equation, the morbidity (Pill) is calculated by 
the product of infection rate (Pinf ) and the probability of illness given 
infection (Pill/inf ) (Gao et al., 2015). For this method, the infection rate is 
usually estimated by using an exponential or Beta-Poisson dose-response 
model with determined dose-response parameters of ‘r’, ‘α’ and ‘N50’, 
shown as Eq. (13) and Eq. (14), respectively (Haas et al., 1999). The 
probability of illness given infection (Pill/inf ) is calculated by using an 
‘Illness-infection’ model with determined dose-response parameters of 
‘γ’ and ‘σ‘, shown as Eq. (15) (Teunis et al., 1999): 

Pill =Pinf × Pill/inf (12)  

Pinf = 1 − e− rD (13)  

Pinf = 1 −

[

1 +
D

N50

(

21
α − 1

)]− α

(14)  

Pill/inf = 1 − (1 + γD)
− σ (15) 

In this research, the morbidity caused by specific pathogens are 
calculated by using Eq. (5) under given dose and toxicity of pathogens 
and immune status of human bodies. In this equation, the variables of 
ID50 and IgG represent the toxicity of pathogens and the immunity of 
human bodies respectively, and are determined based on previous 
studies. The dose-morbidity coefficients (β0, β1, β2, β3) specific to each 
pathogen are fitted by experimental data collected from previous studies 
as shown in Fig. 2 (Mathewson et al., 1986; Hornick et al., 1970; Black 
et al., 1988; Levine et al., 1973, 1973, 1988; Ward et al., 1986; Teunis 
et al., 2008; Chappell et al., 1999). 

A daily average morbidity (Pill/d) caused by specific pathogens is 
calculated by using Eq. (5), and the conventional method shown as Eq. 
(12) ~ Eq. (15) can also be adopted for results comparison. An annual 
average morbidity (Pill/y) used for the annual burden of disease calcu
lation is computed by using Eq. (16) (Gao et al., 2015): 

Pill/y = 1 −
(
1 − Pill/d

)n (16)  

where n represents the annual exposure frequency specific to each 
exposure pathway and is determined based on field investigations. 

To account for the uncertainty of morbidity estimations, a Monte 
Carlo simulation is further performed (Alexander, 2003). It is a nu
merical simulation calculation process. For this method, a random 
sampling of the variables according to their probability distributions is 

conducted by computers and the calculation is repeated hundreds or 
thousands of times (Alexander, 2003). In this research, variables D is 
calculated based on variable C (Eq. (11)), and variable C is lognormal 
distributed based on a previous study (Dean, 1981), thus variable C is 
random sampled and iteratively calculated for 10,000 iterations in this 
study (Alexander, 2003). Variable ID50 and IgG are determined as point 
estimates according to literatures (Teunis et al., 1996, 2008; Vardinon 
et al., 1999; Szu et al., 2013; Menon et al., 2013; Clemente et al., 2015). 
As a result, the value of morbidity is outputted in a certain interval 
rather than a single value to account for its uncertainties (Alexander, 
2003). The Monte Carlo simulation is the most practical and effective 
method to solve the problems of randomness and uncertainty in risk 
assessment (Alexander, 2003). 

2.2.3. Disease burden calculation 
The disease burden is evaluated in terms of DALYs by using Eq. (17) 

~(19), where YLD represents the healthy years of life lost due to 
disability. It is computed by a multiplication of the annual morbidity 
(Pill/y), disease weight (W) and disease duration (T). YLL represents 
years of healthy life lost due to premature death. It is calculated as a 
product of annual mortality (Pfatal/y) and life expectancy (L) (Murray and 
Lopez, 1996). The disease parameters (W, T, L) are determined from the 
literature. The sum of YLD and YLL can be used to describe the total 
burden of disease (DALYs) caused by environmental pathogen exposures 
(Murray and Lopez, 1996). Additionally, a Monte Carlo simulation was 
also performed to account for the uncertainty of DALY evaluations 
(Alexander, 2003). 

DALY =YLD + YLL (17)  

YLD=Pill/y × W × T (18)  

YLL=Pfatal/y × L (19)  

3. Case study 

3.1. Case description 

Xi’an Siyuan University (Case 1) is located in the south-eastern 
suburbs of Xi’an in China. Water supply in this university depends 
mainly on groundwater pumping at a combined maximum capacity of 
3000 m3/d. However, the actual water demand for this campus is esti
mated to be approximately 6000 m3/d, which far exceeds the water 
supply capability. Therefore, to alleviate the pressure on water supply 
and to reduce the amount of sewage discharge, wastewater in this 
campus is collected and treated in the Siyuan wastewater treatment 
plant (WWTP). The main treatment process of this WWTP is a combi
nation of Anoxic-Anaerobic-Aerobic (A2O) with a Membrane Bio- 
Reactor (MBR). After treatment, wastewater is discharged into the 

Table 2 
Parameter fitting results for a linear morbidity model according to available human experimental data on typical environmental pathogens.  

Pathogen Parameter estimates Da Dfb(nc) References 

β̂0  β̂1  β̂
’
2  β̂

’
3  

E. coli − 1.13 × 102 − 7.10 × 1014 8.83 × 10− 3 6.82 × 10− 4 0.149 1 (5) Mathewson et al. (1986) 
Salmonella − 1.25 × 101 6.05 × 1014 7.90 × 105 − 6.71 × 10− 5 5.42 3 (5) Hornick et al. (1970) 
Campylobacter − 3.30 1.00 × 1011 1.04 × 1012 1.34 × 10− 8 2.422 3 (6) Black et al. (1988) 
Shigella − 9.50 1.00 × 1010 1.00 × 106 1.56 × 10− 6 1.08 2 (5) Levine et al. (1973) 
V. cholerae − 1.00 × 10− 1 1.00 × 108 1.00 × 107 1.75 × 10− 8 1.75 5 (5) Levine et al. (1988) 
Rotavirus 5.80 × 10− 1 1.22 × 1015 6.61 − 1.23 × 10− 5 6.18 6 (8) Ward et al. (1986) 
Norovirus − 2.39 × 102 4.00 × 1016 6.90 × 105 3.47 × 10− 5 5.126 4 (8) Teunis et al. (2008) 
Cryptosporidium − 5.20 3.03 × 10− 5 5.00 × 10− 2 − 4.67 0.360 7 (8) Chappell et al. (1999) 

Note. 
a deviance. 
b numbers of degrees of freedom. 
c the total number of samples. 
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Siyuan Lake for water replenishment and reused for sprinkling irrigation 
and toilet flushing. 

Lake Cui (Case 2) is located in the Wuhua district of Kunming, 
Yunnan in China. It is a small and shallow lake with a surface area of 15 
× 104 m2. The major source of water replenishment for this lake is the 
discharge of reclaimed water produced by the Kunming 4th WWTP. The 
main treatment process of this WWTP is A2O-MBR, which produces 
6000 m3/d of reclaimed water. The replenished reclaimed water in Lake 
Cui is reused for watercourse cleaning, boating, and road flushing. 

However, a variety of pathogenic microorganisms can be detected in 
the reclaimed water and may raise potential health risks as a conse
quence. The probability of illness and EBD caused by typical pathogens 
during water reuse in Xi’an Siyuan University and Lake Cui, Kunming 
should be quantitatively evaluated to ensure water reuse safety. 

3.2. Exposure analysis 

According to epidemiological investigations, E. coli, Salmonella, and 
Rotavirus are identified as major risk factors in case 1, and E. coli and 
Norovirus are identified as typical pathogens for case 2 (Gerba et al., 
1985; Tao et al., 2003; Bitton, 2005). Water sampling and Real-time PCR 
are carried out for the quantification of E. coli, Salmonella, Rotavirus, 
and Norovirus concentrations. The primers/probes used for PCR detec
tion is obtained from the literature (Zhou et al., 2015). 

The concentration (C) detected for typical pathogens in the 
reclaimed water is lognormal distributed (Dean, 1981). The average C 
detected for E. coli in case 1 is 9.36 × 102 copies/100 mL, with a 95% 
confidence interval (95%CI) of 8.41 × 101–3.50 × 103 copies/100 mL, 
and a standard deviation (SD) of 7.21 × 102. For Salmonella, it is 9.90 ×
102 copies/100 mL (95%CI: 2.08 × 101–9.45 × 103, SD: 2.15 × 103), 
while for Rotavirus, it is 1.60 × 101 copies/100 mL (95%CI: 1.32–2.32 
× 102, SD: 4.70 × 101). The average C of E. coli and Norovirus detected 
in case 2 are 2.89 × 102 (95%CI: 6.18–9.10 × 102, SD: 2.87 × 102) and 
1.45 × 102 copies/100 mL (95%CI: 1.23 × 102–1.67 × 102, SD: 6.20 ×
101), respectively. 

According to field investigations, the exposure pathways for case 1 
are sprinkling irrigation, fountains, and toilet flushing, and the contact 
route is identified as inhalation. For case 2, the general exposure path
ways are watercourse cleaning, road flushing, and boating, and the 
contact routes are inhalation and skin contact. The average concentra
tions (C) for pathogens are used for exposure dose estimates specific to 
case 1 and 2 by using Eq. (11), with the unit of ‘copies/d’, where C is 
determined according to the PCR detection and V is determined based 
on previous literature as shown in Table 3 (USEPA, 1997; Chen et al., 
2006; Xie et al., 2009; He et al., 2006). 

Results for the average value of exposure doses calculated for cases 1 
and 2 are shown in Tables 4 and 5, respectively. The unit of exposure 
dose is further converted to ‘mg/d’ under the assumption that the 
number of pathogens in a “1 mg” sample is supposed to be 109 copies 
(Teunis et al., 1996). Results show that, in Case 1, Salmonella and 
sprinkling irrigation lead to the largest exposure doses compared with 

other pathogens and pathways, with estimations of average values of 
1.90 × 10− 6 mg/d and 3.40 × 10− 6 mg/d, respectively. In Case 2, the 
largest exposure doses are identified as E. coli and road flushing with 
estimations of average values of 1.95 × 10− 7 mg/d and 2.60 × 10− 7 

mg/d respectively. 

3.3. Morbidity determination 

The morbidity caused by specific pathogens is calculated by using 
Eq. (5), and the variables ID50 and IgG are determined as point values by 
referring to literature (Teunis et al., 1996, 2008; Vardinon et al., 1999; 
Szu et al., 2013; Menon et al., 2013; Clemente et al., 2015). In Case 1, the 
value of variable ID50 determined for E. coli, Salmonella and Rotavirus 
are 6 × 109 mg/kg, 36.3 mg/kg and 9.17 × 104 mg/kg respectively 
(Teunis et al., 1996). Also, 470 μg/mL, 32.79 μg/mL and 14 μg/mL are 
suggested for the value of variable IgG, respectively (Vardinon et al., 
1999; Szu et al., 2013; Clemente et al., 2015). In Case 2, the value of 
variables ID50 and IgG for E. coli are determined to be the same as in Case 
1 (Teunis et al., 1996; Vardinon et al., 1999), and those values for 
Norovirus are suggested to be 1.34 × 102 and 12.2 μg/mL, respectively 
(Teunis et al., 2008; Menon et al., 2013). The dose-morbidity parameters 
(β0, β1, β2, β3) specific to E. coli, Salmonella, Rotavirus, and Norovirus are 
fitted based on previous experimental data as shown in Fig. 2. 

The daily average morbidity (Pill/d) and annual average morbidity 
(Pill/y) caused by typical pathogens in Cases 1 and 2 are calculated by 
using Eq. (5) and Eq. (16) respectively. The annual exposure frequency 
specific to each pathway is presented in Table 3 (USEPA, 1997; Chen 
et al., 2006; Xie et al., 2009; He et al., 2006). A Monte Carlo simulation is 
performed to account for uncertainties, and the model was run for 10, 
000 iterations (Alexander, 2003). The results are shown in Fig. 3. In Case 
1, Rotavirus and toilet flushing lead to the highest annual morbidity 
with average estimations of 7.73 × 10− 8 (95% CI: 6.47 × 10− 8-2.39 ×
10− 5) and 9.07 × 10− 8 (95% CI: 9.10 × 10− 8-8.99 × 10− 8) respectively, 
and contribute 49.16% and 57.64%, respectively, to the total morbidity. 
In Case 2, Noroviruses (75.00%) and road flushing (84.14%) are iden
tified as the largest contributors to the annual morbidity estimates, with 
average estimations of 4.25 × 10− 8 (95% CI: 2.25 × 10− 11-8.03 × 10− 5) 
and 7.16 × 10− 8 (95% CI: 4.35 × 10− 8-1.20 × 10− 4), respectively. 
However, comparing with the WHO recommended value of 10− 5 for 
health risk probability, the morbidity caused by typical pathogens in 
Cases 1 and 2 are both far below the threshold (WHO, 2011). 

3.4. Disease burden calculation 

According to epidemiological investigations, major health outcomes 

Table 3 
Ingestion volume (V) and exposure frequency (n) for reclaimed water specific to 
each pathway in Cases 1 and 2.  

Case Exposure route V 
(mL/ 
d) 

n (d/ 
y) 

References 

Case 
1 

Sprinkling 
irrigation 

175 275 USEPA, 1997; Chen et al. (2006);  
Xie et al. (2009); He et al. (2006) 

Fountains 16.8 244 
Toilet flushing 0.05 365 

Case 
2 

Watercourse 
cleaning 

3.7 40 

Boating 3.7 14.9 
Road flushing 60 164.8  

Table 4 
Results for exposure dose calculation for case 1, in mg/d.  

Case1 E. coli Salmonella Rotavirus Total 

Sprinkling 
irrigation 

1.64 × 10− 6 1.73 × 10− 6 2.85 × 10− 8 3.40 × 10− 6 

Fountains 1.58 × 10− 7 1.67 × 10− 7 2.74 × 10− 9 3.27 × 10− 7 

Toilet flushing 9.36 ×
10− 11 

9.90 ×
10− 11 

1.63 ×
10− 12 

1.94 ×
10− 10 

Total 1.80 × 10− 6 1.90 × 10− 6 3.13 × 10− 8   

Table 5 
Results for exposure dose calculation for case 2, in mg/d.  

Case 2 E. coli Norovirus Total 

Watercourse cleaning 1.07 × 10− 8 5.37 × 10− 9 1.61 × 10− 8 

Boating 1.07 × 10− 8 5.37 × 10− 9 1.61 × 10− 8 

Road flushing 1.73 × 10− 7 8.97 × 10− 8 2.60 × 10− 7 

Total 1.95 × 10− 7 9.77 × 10− 8   
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caused by E. coli, Salmonella, Rotavirus, and Norovirus are determined as 
diarrhoea (watery/bloody), typhoid, and acute gastroenteritis, respec
tively (Havelaar and Melse, 2003). On this basis, disease parameters, 
including disability weight (W), disease duration (T) and proportion of 
different health outcomes (p) are determined according to previous 
studies as summarized in Table 6 (Murray and Lopez, 1996; Havelaar 
and Melse, 2003; Howard and Pedley, 2004; Gu et al., 2002). The dis
ease burden is calculated by using Eq. (17)~(19). However, since the 
health outcomes attributed to E. coli, Salmonella, Rotavirus, and Nor
ovirus in Cases 1 and 2 are generally nonfatal, the calculation of YLL can 
be neglected, and the evaluation of EBD mainly focuses on YLD: 

To account for the uncertainty of DALY estimation, a Monte Carlo 
simulation was also performed and run for 10,000 iterations (Alexander, 
2003). The results for disease burden calculation specific to Cases 1 and 
2 are shown in Fig. 4. For Case 1, Rotaviruses and sprinkling irrigation 
are identified as the major risk factor and exposure pathway during 
water reuse, leading to an average health loss of 5.57 × 10− 7 DALYs 
(95% CI: 4.66 × 10− 7-1.72 × 10− 4 DALYs) and 5.12 × 10− 7 DALYs (95% 
CI: 1.95 × 10− 7-1.47 × 101 DALYs), respectively, and contributing 
49.40% and 45.40%, respectively, to the total burden of disease 

estimates. In Case 2, Norovirus and road flushing are identified as the 
key risk factor and transmission pathway during water reuse, leading to 
an average health loss of 1.42 × 10− 7 DALYs (95% CI: 7.51 ×
10− 11-2.67 × 10− 4 DALYs) and 1.62 × 10− 7 DALYs (95% CI: 1.16 ×
10− 7-2.67 × 10− 4 DALYs), respectively, and contributing 71.47% and 
81.90%, respectively, to the total burden of disease evaluation. How
ever, as compared with the WHO threshold of 10− 6 DALYs (WHO, 
2011), the disease burden caused by major pathogens through typical 
pathways in Cases 1 and 2 are both acceptable. Therefore, water reuse in 
Xi’an Siyuan University and Lake Cui, Kunming is determined to be safe. 

3.5. Comparison with conventional model 

Conventional models shown as Eq. (12) ~ Eq. (19) for morbidity and 
DALY calculation is applied in this study as well, and the results are 
obtained for comparison. In this research, a Beta-Poisson model is 
adopted for infection rate (Pinf ) calculation for E. coli, Salmonella, and 
Rotavirus, with determined dose-response parameters of ‘α’ and ‘N50’ as 
shown in Table 7 (Rose et al., 1991; Regli et al., 1991; Teunis et al., 
2010). For Norovirus, a fractional Poisson model is used, with deter
mined parameters of ‘ρ’ and ‘μ’ as shown in Table 7 (Veraga et al., 2016). 
The probability of illness given infection (Pill/inf ) is calculated by using 
Eq. (15) (Teunis et al., 1999), and the parameters of ‘γ’ and ‘σ’ for E. coli, 
Salmonella, Rotavirus, and Norovirus are determined as shown in 
Table 8 (Teunis et al., 1999; Gao et al., 2016; Chen et al., 2016). Disease 
burden is also evaluated in terms of DALY by using Eq. (17)~(19) ac
cording to the morbidity results obtained from conventional methods 
(Murray and Lopez, 1996). 

As a result, the average morbidity (Pill) for Cases 1 and 2 estimated by 
using the conventional model are 2.78 × 10− 7 (95% CI: 7.14 × 10− 8- 
5.42 × 10− 7) and 4.45 × 10− 8 (95% CI: 3.03 × 10− 8-5.80 × 10− 8), 
respectively. The total average disease burden calculated by using the 
conventional model specific to Cases 1 and 2 are 6.01 × 10− 6 DALYs 
(95% CI: 1.54 × 10− 6-1.17 × 10− 5 DALYs) and 2.97 × 10− 7 DALYs (95% 
CI: 2.02 × 10− 7-3.91 × 10− 7 DALYs), respectively. A comparison of the 

Fig. 3. Results for annual morbidity risk (Pill/y) for each pathogen (a1, a2)/exposure pathway (b1, b2) in Cases 1 and 2.  

Table 6 
Disease parameters including disability weight (W), disease duration (T, days) 
and proportion of a certain health outcome (p, %) for DALY calculation for 
E. coli, Salmonella, Rotavirus and Norovirus.  

Pathogen health 
outcome 

Parameter References 

W T p 

E. coli Watery 
diarrhoea 

0.067 2.5 53% Murray and Lopez 
(1996); Havelaar and 
Melse (2003); Howard 
and Pedley (2004); Gu 
et al. (2002) 

Bloody 
diarrhoea 

0.44 6 47% 

Salmonella Typhoid 0.60 24.5 100% 
Rotavirus Acute 

gastroenteritis 
0.60 4 100% 

Norovirus Acute 
gastroenteritis 

0.740 1.5 100%  
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results obtained by the conventional and new models are shown in 
Fig. 5. From this figure, the morbidity and disease burden calculated by 
using the conventional model are slightly higher due to the higher 

estimates of infection rate by using the conventional dose-response 
model. However, all fall in the same intervals and, thus, similar con
clusions for morbidity analysis and EBD evaluation could be drawn. The 
health hazards caused by typical waterborne pathogens specific to cases 
1 and 2 assessed by both methods (conventional or new) are regarded as 
acceptable. Therefore, water reuse in these two cases is identified as 
safe. However, since the application of the conventional models is 
involved with a variety of issues regarding model selection (Pinf Pill/inf ) 
and parameter determination (α, N50, ρ, μ, γ, σ), results obtained from 
the conventional method are relatively uncertain. The newly established 
generalized linear model can be used for direct estimation of disease 
burdens through the transformation of exposure data to disease data 
with consideration of certain exposure circumstances and human im
munity status. Thus, it can provide a more accurate and objective esti
mate of the morbidity and can also provide a new perspective for the 
EBD evaluation. 

4. Conclusions 

A linear morbidity calculation model was constructed for 

Fig. 4. Results for disease burden calculations (DALYs) for each pathogen (a1, a2)/exposure pathway (b1, b2) in Cases 1 and 2.  

Table 7 
Dose-infection model (Pinf ) and corresponding parameters determined for E. coli, Salmonella, Rotavirus and Norovirus in cases 1 and 2.  

Pathogen Dose-Infection model Parameter References 

α N50 ρ μ 

E.coli 
Pinf = 1 −

[

1 +
D

N50

(

2
1
α − 1

)]− α  0.1778 8.6 × 107   Rose et al. (1991); Regli et al. (1991); Teunis et al. (1999); Teunis et al. (2010); 
Gao et al. (2016); 
Chen et al. (2016) Salmonella 

Pinf = 1 −

[

1 +
D

N50

(

2
1
α − 1

)]− α  0.1086 3.6 × 106   

Rotavirus 
Pinf = 1 −

[

1 +
D

N50

(

2
1
α − 1

)]− α  0.2531 6.17   

Norovirus Pinf = ρ(1 − e− D/μ) 0.772 1160  

Table 8 
Illness-Infection model (Pill/inf ) and corresponding parameters determined for 
E. coli, Salmonella, Rotavirus, and Norovirus in cases 1 and 2.  

Pathogen Illness- 
Infection 
model 

Parameter References 

γ  σ  

E.coli Pill/inf = 1 −

(1 + γD)− σ  
2.28 ×
10− 2 

2.46 ×
10− 2 

Rose et al. (1991); 

Salmonella Pill/inf = 1 −

(1 + γD)− σ  
1.00 ×
10− 16 

3.40 ×
108 

Regli et al. (1991); Teunis 
et al. (1999); Teunis et al. 
(2010); 

Rotavirus Pill/inf = 1 −

(1 + γD)− σ  
1.73 ×
10− 3 

2.46 ×
10− 3 

Gao et al. (2016); 

Norovirus Pill/inf = 1 −

(1 + γD)− σ  
8.73 ×
10− 4 

9.50 ×
10− 2 

Chen et al. (2016)  
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transforming pathogen and/or human exposure data to disease data, 
which is indispensable for the EBD analysis by using a DALY method. 
Additionally, human testing data for several intestinal pathogens are 
collected and applied for model fitting and parameter determination. 
Two practical cases of water reuse are selected for model application. 
From the results, the following conclusions could be drawn: 

1. A generalized linear model (GLM) was studied and firstly used as a 
template to construct a multivariable linear morbidity model ac
cording to the characteristics of the GLM. Three major factors 
including the exposure dose (D), pathogen toxicity (ID50) and human 
immunity (IgG), which may lead to the occurrence of certain diseases 
and affect the tendency of disease development are analysed ac
cording to their functional mechanisms and are determined as key 
independent variables for model construction. For parameter fitting 
and model validation, human testing data for 8 typical pathogens 
available from previous studies are collected. The results indicate a 
good fit of this linear morbidity model with the existing experimental 
data. Thus, it could be used for predicting the morbidity for typical 
environmental pathogens under given exposure doses, pathogen 
toxicity and human immune data directly. The establishment of a 
linear morbidity model in this research cannot only provide a suit
able method for obtaining disease data but also optimize the process 
of EBD study by establishing a mathematical relationship to trans
form pathogen and/or human exposure data into disease data. 
2. Using the constructed linear morbidity model from this research 
and the DALY method recommended previously by the WHO, disease 
burdens for two practical cases of water reuse in Xi’an Siyuan Uni
versity and Lake Cui, Kunming are evaluated for further risk 
decision-making. As a result, a major contribution of disease burden 
is attributed to Rotavirus in case 1 and Norovirus in case 2, which 
lead to average health losses of 5.57 × 10− 7 DALYs (95% CI: 4.66 ×
10− 7-1.72 × 10− 4 DALYs) and 1.42 × 10− 7 DALYs (95% CI: 7.51 ×
10− 11-2.67 × 10− 4 DALYs), respectively. Besides, sprinkling irriga
tion and road flushing are determined as major transmission path
ways in Cases 1 and 2, which lead to average health losses of 5.12 ×
10− 7 DALYs (95% CI: 1.95 × 10− 7-1.47 × 101 DALYs) and 1.62 ×
10− 7 DALYs (95% CI: 1.16 × 10− 7-2.67 × 10− 4 DALYs), respectively. 
However, comparing with the WHO threshold of 10− 6 DALYs, the 
EBD caused by pathogens specific to each case is both far below the 
restriction level and, thus, is acceptable. Therefore, the safety of 

water reuse in Xi’an Siyuan University and Lake Cui, Kunming could 
be guaranteed. By comparison of the results obtained from the con
ventional method, the newly established generalized linear model 
cannot only be applied for appropriate estimations of morbidity but 
also provides new perspectives for the EBD evaluation. 
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